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INTRODUCTION

Nuclear power plants (NPPs) are in the process of replacing and upgrading aging and obsolete instrumentation and control (I&C) systems with digital ones. Moreover, the next generation of NPPs will rely on digital systems for monitoring and control purposes.

Communication between controller components is an important characteristic of digital I&C systems. Clearly, permanent or temporary failures in the communication components of an I&C system may induce unexpected consequences for NPP. Several of these failures have been observed in the nuclear industry so far [1, 2]. In particular, [1] shows how an overload of the communication network due to the malfunction of a non-safety related system can induce malfunctions on a safety related system that is sharing the same network.

In this paper, the importance of communication systems in the safety assessment of NPPs that rely on digital I&C is illustrated. The following sections introduce the dominant key factors in the modeling of digital communication systems and how they can affect the dynamics of digital I&C using a digital feedwater control system of a pressurized water reactor (PWR) as an example.

DIGITAL COMMUNICATION MODELING

Communication systems (CS) consist of transmission lines, transceiver hardware, and protocol stacks. Error-free operation of individual parts is not a sufficient condition for the error-free operation of the system. While some errors during transmission can be masked and recovered by protocols, excessive load on CS can incur large delays and render sent messages useless for applications using the CS.

Success of a CS can be measured in delay, error rate, and throughput metrics. In addition to errors, traffic load offered to CS plays an important role on timely delivery of messages. Modeling a CS does not only involve the reliability modeling of hardware components, but also modeling of protocols and their behavior under different load and error conditions.

The purpose of the DFWCS is to maintain the water level inside the steam generator (SG) optimally within ±2 inches of the setpoint level (defined at 0 inches). The DFWCS fails low if the water level is less than -24 in and fails high if the level is higher than +30 in. As shown in Fig.1, the DFWCS is connected to a feedwater pump (FP), a main feedwater regulating valve (MFV), and a...
bypass feedwater regulating valve (BFV). The controller regulates the flow of feedwater to the SG to maintain a constant water level in the SG.

The DFWCS is comprised of several components (see Fig.1) which provide both control and fault tolerant capabilities. The control algorithms are executed on both a main computer (MC) and backup computer (BC). These computers produce output signals for the MFV, BFV, FP and controllers. Each of these controllers forward the MC or BC’s outputs to their respective controlled device (MFV, BFV or FP), or it can maintain the previous output to that device if the computers fail.

SYSTEM ANALYSIS

Our analysis focuses on the effect of communication load on a simple, dedicated CS between the MFV controller and the MFV consisting of one transmitter, one receiver, and a communication link. For the sake of illustration, we assume that the delay is only a function of the queuing at the controller side and ignore propagation and processing delays. We also ignore all transmission errors to solely focus on the effect of communication load on reliability of the entire DFWCS.

This simple communication system can be modeled as a single server infinite capacity queue system [7]. As the average load offered to the CS increases, the average packet delay increases as 1/(C-L) under M/M/1 queuing model [7], where L is the offered load in packets/sec and C is the capacity of the communication link in packets/sec. Under M/M/1 model, packet arrivals follow a Poisson process and the service times are independently and identically distributed following an exponential distribution. Since packets are buffered until all packets ahead of them are transmitted, packets may suffer long delays that render them unusable due to old age. Therefore, packet delay exhibits a probabilistic behavior rather than a deterministic one.

We utilize a transfer function that maps the normalized offered load to the probability of packets being discarded due to excessive delay. This function is generated based on the cutoff delay threshold to decide packet dropping events. Under this model, each packet is discarded (or lost) independently with a given probability, which is a function of the offered load. Such a sample function is depicted in Fig. 2. In this figure, the normalized offered load L/C is shown on the x axis.

We analyze the effect of the load on the CS on the DFWCS failure probability (failing either high or low). As the network load increases, packets that control the operation of MFV are dropped with increasing probabilities. It is assumed that no other failures occur in any part of the system throughout the simulation time.

DISCUSSION AND CONCLUSION

The illustrative example presented in this paper serves as a motivation for further research on modeling of CS and incorporation of such models into safety
assessment of digital I&C systems. We have illustrated that it is possible for a digital I&C system to fail without any failure of components, simply due to load offered to a CS. We emphasize that even dedicated communication systems are not immune to this type of failures.

In shared CS, such as the one used in [1], such events are anticipated to occur even more frequently: loads offered by other devices connected to the CS would increase packet latency and reduce packet delivery probability due to collisions in the network. It is clear that detailed CS models encompassing hardware and protocol issues must be developed.

Incorporation of these models into safety assessment models also present unique challenges. Existing CS models are rather complex in nature, and do not lend themselves well to being used as part of larger models. Development of scalable models for systems more complex than the one presented here is an open research problem and an outstanding challenge.

To the best of our knowledge, detailed CS modeling has not been considered in any of the existing literature on safety assessment. Furthermore, the fact that CS systems and models provide non-deterministic performance measures by nature bolsters our argument for dynamic reliability modeling for digital I&C systems [6]. Development of general and system-specific communication models, complexity reduction methods, and automated analysis of digital I&C systems are among our future research directions.
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