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INTRODUCTION 

The Next Generation of System Analysis Code 
(NGSAC) [1] aims to model and simulate the Nuclear 
Power Plant (NPP) thermo-hydraulic behavior with a high 
level of accuracy. In this respect, Idaho National 
Laboratory (INL) is developing a NGSAC (known as 
RELAP-7) which will allow to model NPP responses for 
a set of accident scenarios (e.g., loss of off-site power). 

The control of the RELAP-7 simulation (e.g., control 
logic and simulation of failure events) is directed by the 
RAVEN software tool. More precisely, the scope of 
RAVEN is to implement the control logic dictated by: 
• Plant control logic 
• Operator actions (procedure guided) 
• Stochastic phenomena such as failure models of 

specific components (e.g., valves and pumps) and 
human interactions. 

While the control logic of the first two bullets is 
deterministic (i.e., it is solved deterministically through 
partial or ordinary differential equations), the one 
indicated in the last bullet is purely stochastic. In order to 
model this stochastic behavior of the system, RAVEN 
will implement two methodologies: Monte Carlo (MC) 
[2] analysis and Dynamic Event Tree (DET) [3] analysis. 

In this paper it will be shown how the structure of the 
RAVEN software models easily the control logic and how 
it is possible to overload most of the code to implement 
also MC analysis. It will be also illustrated a simple 
example of application of control logic. 

 
DESCRIPTION OF THE ACTUAL WORK 
 
The Equation Set for the Control Logic 

The general equation describing a dynamic system is 
provided in (1). This equation models the trajectory of the 
system (i.e., time evolution of the system) in the phase 
space. 

∂θ
∂t

= H θ , t( )    (1) 

In (1) it is assumed the time differentiability of the 
trajectory that is not always true neither required for the 
methodologies that will be here considered. However, in 
this paper we will keep this notation for compactness and 
readability.  

When control logic is included in the analysis, it is 
possible to split the vector θ  in two parts: 

θ = x
v
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For our scope, the decomposition is carried in such a 
way that x  represents the set of unknowns solved by 
RELAP-7 (which are fully differentiable) while v  
represents the set of variables (parameters) directly 
controlled by the control system. The governing equation 
(2) can now be rewritten as follows: 

∂x
∂t
= F x,v, t( )

∂v
∂t

=V x,v, t( )
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As a consequence of this splitting, the components of 
the phase space in x  are now all continuous while v  
contains both discrete and continuous variables. For 
example: 
• Pressure and temperature in each point of the 

solution mesh belongs to x  
•  On/off status of a pump (discrete), or the position 

of the control rods (continuous) belong to v  
A reasonable assumption is that the function V , 

representing the control system is not depending on the 
whole space spanned by x , but just on a subspace. In 
fact, we can imagine the control system acting only on a 
set of signals coming from the plant and not on the whole 
plant status.  

Therefore, it is useful to introduce an appropriate 
subspace of x , i.e.,C , from which the control logic can 
be fully derived. Thus, (3) is now re-cast as follows: 

∂x
∂t
= F x,v, t( )

C =G x, t( )
∂v
∂t

=V C,v, t( )
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Before moving forward it could be helpful to 
summarize functions and spaces introduced so far: 
• x : set of plant status variables (e.g., temperature, 

pressure, and velocity on each point of the mesh) 
• F : function which describe the temporal evolution 

of the plant status variables 

• C : monitored variables; usually they are the result 
of an integral operator (projection) applied to the 



plant status variables (e.g., average temperature of 
a plant component, peak pressure in a pipe) 

• v : controlled variables. Variables affected by the 
control system (e.g. on/off pumps, control rod 
position, pump head, failure status of components, 
etc) 

• V : Control logic law 
 
Time Dependent Integration 

Classically the application of the control logic has 
been performed via an operator splitting approach with 
respect the time variable. The reason is that generally the 
actions decided by the application of the control logic 
always have an intrinsic delay due to the time required to 
apply them. 

The operator split approach applied to system (4) is 
shown in (5) 

∂x
∂t
= F x,vti−1, t( )

C =G x, t( )
vi =V Ci,vti−1, ti( )
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             ti−1  < t < ti  (5) 

As mentioned earlier, the space C  represents an 
arbitrary construction that could be avoided and directly 
embedded in V  but, as we will see later, its creation will 
be also useful in the software framework definition. In 
fact the constraint here imposed on the control law 
definition is that it should not contain any operator that 
requires the knowledge of the numerical schemes used to 
solve for x . It is therefore necessary to embed in C  all 
differential and integral operators in space and time 
applied to the plant status variable field needed for the 
definition of the control logic 
 
 
Accounting for the Stochasticity of the System 

As it has already been mentioned, failure laws are 
stochastic in nature. As an example, we can imagine the 
vessel failure being described by a probability distribution 
function (pdf) which depends on both time t and average 
pressure p inside the vessel at a certain point in time 
pdf p, t( ) . 

One of the most used methodologies to perform such 
analysis is the Monte Carlo approach where several 
simulation runs are performed choosing different failure 
probability thresholds for the failure of the vessel. The 
outcome histogram is used to assess the likelihood of the 
considered scenario.  

As an example we can use the above-described case 
of the failure of the vessel: 

1. Randomly pick a number ptest  from the pdf p, t( )
of the vessel failure 

2. For each time step verify: 
o If ti > tend  then end simulation without 

vessel failure and go to point 3, else  
o Compute average vessel pressure pi  and 

verify ptest < pdf pi, ti( )  
 If true: i = i+1(i.e., advance in 

time) and back to point 2 
 If false, end the simulation with 

vessel failure outcome and go to 
point 3 

3. If the number of simulations is sufficient end 
sampling otherwise go to point 1 
 
Note that the checks performed at point 2 are clearly 

equivalent to the application of specific control logic. As 
a consequence it is possible to overload the software 
emulating the control logic to perform the Monte Carlo 
simulation of the system. 
 
Software Implementation 

The development of both RAVEN and RELAP-7 are 
still in their beginning stages. RELAP-7 is built out of 
MOOSE [4] which is a middleware that provides the 
capabilities to solve system of partial differential 
equations (MOOSE embeds PETSc [5] and LIBMESH 
[6]). RELAP-7 orchestrates the assembling of the system 
of equations and provides the equation set describing each 
of the plant components. 

Given the definition of the monitored variables 
provided in the above paragraph it is possible to build  
control logic software that is agnostic of the solution 
algorithm of RELAP-7 MOOSE but based only on the 
space of the monitored variables. Figure 1 shows the 
software architecture. 

 
Test 

The development of both RAVEN and RELAP-7 is 
still in its initial phase therefore at this moment it is not 
possible to provide a full example of the software 
implementation. Nonetheless we have performed a simple 
test to verify the correctness of the software architecture 
and its implementation.  

The control system is used in this case to alter the 
thermal conductivity in the fuel-clad gap. The core is 
schematically represented by 2 channels (hot and cold), 
power is fixed with a cosine axial shape, and each channel 
represents the thermodynamic behavior of fuel, gap and 
clad. When the fuel temperature exceeds 500 K the 
thermal conductivity of the gap is set equal to the one of 
the fuel. While this example could be seen as simplified 
model for Pellet-Clad-Interaction, in our case was simply 
aimed to test the capability of the code.  



The test used is a pseudo steady state problem where 
the system should reach the equilibrium situation 
provided power and inlet condition. Figure 2 shows the 
behavior of the clad temperature for the two core channels 
with or without the control logic. To be noticed the 
sudden spike in temperature due to the fuel contact while 
the clad while the asymptotic temperatures are, as 
expected, the same. 

 
 

 
 

 
 
 
 
 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Software Layout 
 

 

 
 
 

Figure 2: Clad Temperature comparison 
 
 

CONCLUSIONS 
The required mathematical model for the 

implementation of the control logic has been overviewed 
and its implementation in a modern software framework 
discussed. The chosen software structure has the 
advantage to allow overloading of most of the code so 
that the implementation of statistical failure models is 
straightforward. Currently implementation of more 
sophisticated control logic is ongoing for the simulation 
of the whole power plant. 
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