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ABSTRACT

Dynamic Probabilistic Risk Assessment (DPRA) methodologies generate enormous amounts of data for a very large number of simulations. The data contain temporal information of both the state variables of the simulator and the temporal status of specific systems/components. In order to measure system performances, limitations and resilience, such data need to be carefully analyzed with the objective of discovering the correlations between sequence/timing of events and system dynamics. A first approach toward discovering these correlations from data generated by DPRA methodologies has been performed by organizing scenarios into groups using classification or clustering based algorithms. The identification of the correlations between system dynamics and timing/sequencing of events is performed by observing the temporal distribution of these events in each group of scenarios. Instead of performing “a posteriori” analysis of these correlations, this paper shows how it is possible to identify the correlations implicitly by performing a symbolic conversion of both continuous (temporal profiles of simulator state variables) and discrete (status of systems and components) data. Symbolic conversion is performed for each simulation by properly quantizing both continuous and discrete data and then converting them as a series of symbols. After merging both series together, a temporal phrase is obtained. This phrase preserves duration, coincidence and sequence of both continuous and discrete data in a uniform and consistent manner. In this paper it is also shown that by using specific distance measures, it is still possible to post-process such symbolic data using clustering and classification techniques but in considerably less time since the memory needed to store the data is greatly reduced by the symbolic conversion.
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1 INTRODUCTION

State of the art PRA methods, i.e. dynamic PRA (DPRA) methodologies [1], largely employ system simulators codes to accurately model system dynamics. Typically, these system simulator codes (e.g., RELAP [2], MELCOR [3], MAACS [4]) are coupled with other codes (e.g., ADAPT [5], ADS [6], RAVEN [7,8], MCDT [22]) that monitor and control the simulation. The latter
codes, in particular, introduce both deterministic (e.g., system control logic, operating procedures) and stochastic (e.g., component failures, variable uncertainties) elements into the simulation.

The overall DPRA analysis is performed by 1) sampling values of a set of parameters from the uncertainty space of interest, and 2) simulating the system behavior for that specific set of parameter values. For complex systems, such analyses typically require a very large number of simulations and, thus, a large amount of data are generated [9].

The data are typically very heterogeneous (see Fig. 1), i.e., it consists of two datasets:

- **Continuous data**: which contains temporal profiles of state variables \( \theta(t) \) (e.g., temperature, pressure of specific nodes of the simulator)

- **Discrete data**: which contains timing of events. Note that a generic event \( A_i \) can occur:
  - at a time instant \( t_{A_i} \), i.e., the event can be defined as: \( (A_i, t_{A_i}) \), or,
  - over a time interval \( [t_{A_i,\alpha}, t_{A_i,\omega}] \), i.e., the event can be defined as: \( (A_i, [t_{A_i,\alpha}, t_{A_i,\omega}]) \)

In traditional static PRA (fault-tree and event-tree based) [10] timings such as \( t_{A_i} \) or \( [t_{A_i,\alpha}, t_{A_i,\omega}] \) are not explicitly considered\(^1\) and data analysis is performed by considering the Cut Sets or the Prime Implicants (see Fig. 1). However, in a DPRA framework, the temporal scale is implicitly modeled and, thus, events are defined over a time instant or an interval of occurrence.

The ability to analyze and identify correlations among timing of events through system dynamics/software/human action interactions is essential for nuclear power plant safety analysis and post-processing of the data generated by DPRA methodologies towards such a purpose is still a research topic.

---

\(^1\) Sequence of events is indeed considered (e.g., sequencing is embedded in the construction of event-trees) but no timing information (i.e., time of activation or duration of an event) is included
the final outcome\textsuperscript{2} \cite{9}. Clustering based algorithms can be used to identify groups (i.e., clusters) of scenarios having similar temporal behavior of the state variables. In \cite{9} only continuous data are used to represent each scenario while discrete data are considered after the clustering process to identify the set of events that caused a similar temporal behavior.

This paper presents an alternative method to represent each scenario that can help the user to extract knowledge from large volume of data for DPRA applications by considering both continuous and discrete data simultaneously and in a coherent fashion. This alternative still considers the raw data as time series (see Fig. 1) as shown in \cite{9} but it performs a symbolic conversion on both continuous and discrete data. This is accomplished by quantizing both datasets and by associating to each quantized element a symbol (see Sections 2 and 3). Section 4 will show how it is still possible to perform classical data mining applications\textsuperscript{3} (i.e., clustering and classification) by considering specific metrics. Section 4 will also show how such symbolic conversion drastically improves computational performances for classical data mining applications both in terms of memory requirements and computational time.

\section{2 \hspace{1em} TIME SERIES ANALYSIS}

The scope of our time series algorithm is to perform the analysis of scenarios by considering both continuous and discrete types of data (see Section 2.1) in a coherent fashion. This is performed by symbolically representing both continuous and discrete datasets. Symbolic representation means that the data are transformed into a series of symbols.

Two algorithms are being used (see Fig. 2):

1. A modified version of SAX \cite{13} which symbolically converts continuous types of data (see Section 2.1)

2. Time Series Knowledge Representation (TSKR) \cite{14} which symbolically converts discrete types of data (see Section 2.2)

\begin{figure}[ht]
\centering
\includegraphics[width=\textwidth]{methodology.png}
\caption{Overview of the methodology proposed}
\end{figure}

\textsuperscript{2} For example by considering only system failure and system success

\textsuperscript{3} Which are typically defined for real-value data
For each scenario, both SAX and TSKR produce in output a sequence of symbols (i.e., characters): a phrase. When both phrases are obtained, they are merged using the Time series conversion algorithm (see Fig. 2) in such way that duration, order and coincidence of events is preserved (see Section 3). When this process is repeated for all scenarios, then data-mining algorithms, such as classification and clustering, can be used to analyze the symbolically converted data (e.g., identify failure patterns).

2.1 Continuous Data Conversion

SAX [13] is an algorithm that allows the user to represent continuous time-varying data $S$ as a series of $n$ symbols $\bar{S} = \bar{s}_1, \bar{s}_2, ..., \bar{s}_n$ where $\bar{s}_i$ is a symbol. This is performed by discretizing:
- Time into $n$ intervals
- Range of $\theta (t)$ into $\alpha$ intervals

While temporal discretization is performed by partitioning the time axis into $n$ intervals having the same length, the discretization of $\theta (t)$ is typically performed by dividing the range of $\theta$ into $\alpha$ equi-probable regions. Each region has a character $\bar{s}$ associated to it and the alphabet size has cardinality$^4$ $\alpha$. The resulting conversion generates a time series of length $n$ and an alphabet size equal to $\alpha$. The SAX algorithm (Algorithm 1) consists of the following steps (also see Fig. 3):

<table>
<thead>
<tr>
<th>Algorithm 1: SAX Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Input: $n$ and $\alpha$</td>
</tr>
<tr>
<td>2: Normalize the data (mean equal to 0 and standard deviation equal to 1)</td>
</tr>
<tr>
<td>3: Partition the temporal interval into $n$ equal sized intervals</td>
</tr>
<tr>
<td>4: Divide the distribution of $\theta (t)$ into a equi-probable regions and assign a symbol to each region (alphabet has cardinality equals to $\alpha$)</td>
</tr>
<tr>
<td>5: Consider the average value $\bar{s}$ of $\theta (t)$ in each interval</td>
</tr>
<tr>
<td>6: For each $\bar{s}$ assign its own $\bar{s}$ according to the discretization performed in Step 4</td>
</tr>
<tr>
<td>7: Generate a phrase $\bar{S}$ as a timely ordered sequence of symbols</td>
</tr>
</tbody>
</table>

The end result is a phrase $\bar{S}$: a timely ordered sequence of symbols. An example of discretization for the temporal profile of a scenario taken from [9] is shown in Fig.4.

Typically, data generated by simulations contain the temporal profile of multiple variables; moreover, as also shown in Fig. 4, a fixed number (i.e., $n$) of time intervals having equal length is not optimal to capture rapid changes of $S$.

The issue of dealing with multiple variables can be solved by:
- performing Steps 2 and 4 in Algorithm 1 independently for each variable, and,
- maintaining the order of symbols for every variable in each time interval

$^4$ Cardinality of the alphabet refers to the number of characters used.
Figure 3. Example of symbolic conversion with \( a = 6 \) and \( n = 5 \)

Figure 4. Application of the SAX algorithm [13] for a nuclear transient [9]: raw data (top left), data normalized (top right), temporal discretization (bottom left) and symbol sequence generation (bottom right)

Regarding the issue of identifying rapid changes of state variables, a solution is to recursively analyze the rate of change of the covariance matrix computed in that interval (as shown in [15]). The rationale is to choose time intervals such that the rate of change of the covariance matrix eigenvalues is below a fixed threshold (see Algorithm 2). As input, the minimum and a
maximum length of the time interval are required in order to preserve accuracy and avoid extremely long phrases.

From our experience, the choice of the optimal values of \( n \) and \( \alpha \) is case dependent. In our application we aim to choose values of \( n \) and \( \alpha \) such that no two scenarios are represented by the same phrase.

Figure 5 shows an example of time adaptive discretization of a scenario characterized by 2 variables.

![Algorithm 2: Adaptive Time Discretization](image)

**Algorithm 2: Adaptive Time Discretization**

1: Input: maximum value for the rate of change of the eigenvalues of the covariance matrix, \( \lambda_{\text{MAX}} \); minimum and maximum length of the time discretization, i.e., \( t_{\text{Min}} \) and \( t_{\text{Max}} \)
2: Divide the time scale in intervals having length \( t_{\text{Max}} \)
3: Evaluate the covariance matrix of the data points contained in that interval and determine its eigenvalues \( \lambda_i \)
4: Determine the highest eigenvalue relative variation \( \hat{\lambda} \)
5: If \( \hat{\lambda} > \lambda_{\text{MAX}} \) then split the interval into 2 intervals of equal length
6: Repeat Steps 3 and 4 for all intervals

![Figure 5. Adaptive time discretization of multi-dimensional scenarios; a 2-variable case (containment and reactor pressure vs. time) is shown: original data (left) and corresponding discretization (right)](image)

### 2.2 Discrete Data Conversion

The discrete type of data includes the timing of events. An example of discrete data is given in Fig. 6. Following a loss of off-site power, diesel generators are only available for a limited time and, thus, the Emergency Core Cooling System (ECCS) temporal functionality is limited. Conditions of core uncovered are reached briefly after ECCS is no longer available.
What is needed is an algorithm able to convert the set of discrete data into a symbolic form that preserves duration, order and coincidence of events. In this respect, the TSKR algorithm [14] offers a flexible way to solve this problem.

A few definitions are need before presenting the actual algorithm:

- **Tone**: Tone is the elemental component of time interval analysis. It is described by the triple \( \{\sigma, s, e\} \) where \( \sigma \) is the symbol associated to the time interval \([s, e]\).
- **Chord**: A chord pattern describes a time interval where \( k > 0 \) tones coincide
- **Phrase**: A phrase is a sequence of \( k > 1 \) non overlapping chords

TSKR is a hierarchical language for expressing temporal knowledge in symbolic data. The term hierarchical refers to the fact that the symbolic conversion is performed in three levels (see Fig. 7) that describes the concept of duration (through tones), coincidence (through cords) and order (through phrases). The algorithm (see Algorithm 3) is summarized as follows:

<table>
<thead>
<tr>
<th>Algorithm 3: TSKR Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Mining aspects: given a set of ( d )-dimensional time series, select and label ( k ) aspects</td>
</tr>
<tr>
<td>2: Mining tones: generate a series of tones from the ( k ) aspects generated in Step 1</td>
</tr>
<tr>
<td>3: Mining marginally interrupted tones: find and filter small temporal gaps in order to avoid generation of chords having small temporal intervals</td>
</tr>
<tr>
<td>4: Mining chords: given ( k ) tones, generate a set of ( k ) chords</td>
</tr>
<tr>
<td>5: Mining phrases: generate a symbolic interval ordered sequence representing occurrences of the set of ( k ) chords determined in Step 4</td>
</tr>
</tbody>
</table>

Note that a set of \( k \) not overlapping tones still produces \( k \) chords, each of them containing a single tone.
At this point, it has been shown how the SAX (see Section 2.1) and TSKR (see Section 2.2) algorithms can generate symbolic sequences, i.e. phrases, from continuous and discrete type of data respectively. The scope of the Time Series Analysis Algorithm is to merge these two symbolic sequences into a single one. This process comes naturally if the sequence generated by SAX is considered as a single multivariate tone.

Thus, when both continuous and discrete data have been converted though a series of tones, it is possible to repeat Algorithm 3 (i.e., mining marginally interrupted tones, mining chords and mining phrases) in order to obtain the overall symbolic conversion for both sets of data (see Fig. 8).

3 TIME SERIES ANALYSIS ALGORITHM

Sections 2 and 3 have shown how it is possible to symbolically represent both sequence of events and temporal profiles of state variables. Sections 4.1 and 4.2 show how such a representation can be used to analyze data generated by DPRA methodologies.

For all the applications, a basic requirement is the definition of a dissimilarity measure (also known as distance metric). Most of these measures are defined over real-valued data (e.g., Euclidean or the generic Minkowsky distance [16]). New dissimilarity measures for symbolic data have been recently introduced [17], however, a comparison of these measures is not within the scope of this paper. In this paper we used tested the MINDIST function [13] and the Compression-Based dissimilarity Measure (CDM) [17] which is based on the concept of Kolmogorov complexity.
4.1 Clustering

Typically, DPRA methodologies aim to evaluate the impact of uncertainties on system response during accident scenarios by simulating system dynamics under different sequences and timing of events. In order to identify the correlations between system dynamics and sequence/timing of events, advanced data mining algorithms are required.

Clustering algorithms offer a solution to this problem by grouping scenarios having similar temporal profiles into clusters. In [9], the continuous data is chosen to represent each scenario in the clustering process; the discrete data is considered after the clustering process when, for each cluster, the distribution of the timing of events is analyzed (see Fig. 9).

The symbolic conversion methodology shown in Sections 2 and 3 offer an alternative as a pre-processing tool before clustering to represent each scenario.

Figure 8. Symbolic conversion of both continuous and discrete data

Figure 9. Clustering applied to a set of scenarios [9] by considering only continuous data: original data (a), cluster obtained (b) and distribution of timing of events (c) for cluster 1 (blue line)
Several tests have been performed using the datasets presented in [9,18,19]. Preliminary results have shown a drastic reduction in memory requirements to store such data (see Table 1). Such reduction has positively affected also the time required to cluster such data.

Table 1. Preliminary comparison results between numerical [9] and symbolic representation of three datasets generated by DPRA methodologies: memory requirements

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Original data</th>
<th>Memory need (real-valued representation)</th>
<th>Memory need (symbolic representation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level controller</td>
<td>2.3 MB</td>
<td>500 KB</td>
<td>0.2 KB</td>
</tr>
<tr>
<td>Aircraft crash scenario</td>
<td>7 MB</td>
<td>4 MB</td>
<td>600 KB</td>
</tr>
<tr>
<td>Zion Station Black-out (1)</td>
<td>362 MB</td>
<td>120 MB</td>
<td>31 KB</td>
</tr>
<tr>
<td>Zion Station Black-out (2)</td>
<td>3.2 GB</td>
<td>318 MB</td>
<td>1.9 MB</td>
</tr>
</tbody>
</table>

We performed a first clustering test of this algorithm using the aircraft crash data set [9]. This dataset shown in Fig. 9(a) consists of 610 scenarios. Each scenario contains the temporal profile of one continuous variable (core temperature).

First, we normalized the original dataset (mean = 0 and standard deviation = 1). Afterwards, we create two datasets from the original dataset: real-valued and symbolically converted datasets. Since scenarios are very similar to each other (see Fig. 9(a)), for the symbolically converted dataset, large values of $\alpha$ and $n$ were required: $\alpha = 12$ and $n = 35$. This is the reason why the memory reduction of this dataset (from 4 MB to 600 KB) was not as effective as for the other three data sets shown in Table 1.

We used Mean-Shift [21] as clustering algorithm and we adapted it to act also on symbolic data by changing the functions that measure the dissimilarity between two symbolically converted scenarios. After obtaining the same number of clusters from both datasets, for each cluster, we compared the number of scenarios and the cluster membership (i.e., we checked that each cluster contains the same set of scenarios).

Table 2. Clustering results for the Aircraft crash scenario [9] using Mean-Shift [21] for the numerical and symbolically converted datasets

<table>
<thead>
<tr>
<th>Cluster no.</th>
<th>Mean-Shift (Real-valued)</th>
<th>Mean-Shift (Symbolic)</th>
<th>Cluster membership</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
<td>25</td>
<td>Identical</td>
</tr>
<tr>
<td>2</td>
<td>73</td>
<td>73</td>
<td>Identical</td>
</tr>
<tr>
<td>3</td>
<td>246</td>
<td>246</td>
<td>Identical</td>
</tr>
<tr>
<td>4</td>
<td>27</td>
<td>27</td>
<td>Identical</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>100</td>
<td>Identical</td>
</tr>
<tr>
<td>6</td>
<td>136</td>
<td>136</td>
<td>Identical</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2</td>
<td>Identical</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1</td>
<td>Identical</td>
</tr>
</tbody>
</table>

Table 2 shows that the set of clusters obtained from the symbolically converted dataset maintains the same cluster membership of the set of clusters obtained from the real-valued dataset. This implies that, after the symbolic conversion of the original dataset, it is still possible to maintain the same cluster structure obtained from the real-valued dataset.
4.2 Classification and Pattern Detection

A second test we have performed shows the improved performances for a typical classification problem using the K-Nearest Neighbors (KNN) [20] algorithm. In this respect, Table 3 summarizes that test for the same datasets used also in Section 4.1.

Such reductions (both in term of memory requirements and computational performances) are of relevance for diagnosis and prognosis methodologies when real-time measurements need to be continuously compared with sets of archived data (either generated by simulators or previously monitored and stored).

Table 3. Preliminary comparison results between numerical [9] and symbolic representation of three datasets generated by DPRA methodologies: time to compute K-Nearest Neighbors (KNN)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Time to compute KNN (real-valued representation)</th>
<th>Time to compute KNN (symbolic representation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aircraft crash scenario</td>
<td>0.4±0.13 s</td>
<td>0.09±0.01 s</td>
</tr>
<tr>
<td>Zion Station Black-out (1)</td>
<td>4.1±0.75 s</td>
<td>0.2±0.03 s</td>
</tr>
<tr>
<td>Zion Station Black-out (2)</td>
<td>12±2.1 s</td>
<td>0.95±0.12 s</td>
</tr>
</tbody>
</table>

Another advantage of dealing with symbolic data is that analysis tools that are not defined for real-valued data, such as Markov models and decision trees, are available and can be directly applied to the obtained series of symbols [13].

5 CONCLUSIONS

This paper has shown a pre-processing methodology that can be applied to analyze the datasets generated by DPRA methodologies. This methodology performs the symbolic conversion of both the temporal profiles of state variables and the timing of events. Such conversion is performed by 1) symbolically converting both continuous and discrete data and 2) merging these two sequences of symbols. Such conversions are performed in such way that duration, coincidence and order are preserved.

We have shown preliminary results for clustering and classification applications that are starting to be of interest in the DPRA arena. We have shown these applications since there is an emerging interest in diagnosis and prognosis methodologies that require fast computation of search algorithms such as KNN.

A wider testing of the algorithms presented in this paper is still underway. In particular, we are aiming to explore furthermore the data mining capabilities after the symbolic conversion is performed.
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